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SPILLOVER EFFECT BETWEEN FOOD AND 

AGRICULTU RAL COMM ODITIES: A CASE STUDY OF 

PAKISTAN  
 

Andleeb Ismail and Munazza Jabeen 
 
Abstract: 
 
This study focuses on analyzing the return and volatil ity spillovers among the major food and 

agricultural commodity prices by using the GARCH models. It explores the conditional 

volatil ity dynamics of  the food  and agricultural commodity prices as  well as  volatil ity 

transmission between them. It also examines whether the volatil ity in price series of one 

commodity affects the price volatil ity of a substitute commodity i.e. rice and wheat and beef and 

poultry using monthly data from April  1983 till  April  2013. Findings of this study shows that 

prices series are characterized with high volatil ity. Further price volatil ity of wheat 

significantly affect the volatil ity of rice price series. Whereas, price of poultry do not affect the 

mean prices of beef and vice versa. Additionally, volatil ity of poultry market is not transmitted to 

beef market and vice versa. 

 
JEL: Q22, Q110, C220 
 

Key words: Food and agricultural commodities, Return and volatil ity spillovers, GARCH 

models 

 
1.  Introduction 

 

The prices of major food and agricultural commodities have risen dramatically 

from the end of 2006 to middle of 2008 internationally and domestically. They 

have reached their highest levels in nearly thirty years. In the second half of 

2008, the prices upswing decelerated and prices fell down rapidly during the 

financial crises and at the wake of economic recession. These prices of food and 

agricultural commodities are characterized by price volatili ty with booms and 

slumps and present serious challenges to market participants such as producers, 

consumers and investors. Moreover the macroeconomic effects of large food and 

agricultural price swings have been broad and far-reaching, including their effect 

on balance of payments, imports and exports, government budget, inflation, and 

poverty (Roache, 2010). 

A number of studies economists such as Abbot et al. (2008), Mitchell (2008), 

Cooke and Robles (2009) and Gilbert and Morgan (2010a) have discussed the 

factors behind the price fluctuations in food and agricultural commodities. 

These involved changes in supply and demand factors. On the demand side, the 

fast economic growth in Asian economies and particularly in China is 

emphasized. On the supply side, the underinvestment in agriculture as well as 

low commodity inventory levels of recent years are mentioned as contributory 

factors. In addition, a new factor has emerged in the form of a change in the use 

of food crops with the increasing production of bio fuels. Other macroeconomic 
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and financial factors are considered to influence agricultural commodity price 

volatili ty include: changes in oil  prices, changes in the world money supply, 

changes in the value of the dollar since many agricultural commodity prices that 

are traded are denominated in terms of the US dollar. Other factors which are 

also quoted include climate change, trade policies, the feedback between price 

expectation and market responses and speculation in futures and options trading 

in food commodity markets (Mitchell, 2008; Cooke & Robles, 2009; Gilbert & 

Morgan, 2010a). Moreover, some studies (Gilbert, 2006; Balcombe, 2009; 

Sumner, 2009; Gilbert & Morgan, 2010a; Huchet Bourdon, 2011) have shown 

that the prices of food and agricultural commodities were low in the 1960s, 

higher in the 1970s and again lower in the 1980s and the 1990s but remained 

above the level of the sixties. These studies have also found a persistent 

volatility in agricultural price series. The report of Food and Agricultural 

Organization of the United Nations and the Organization for Economic Co-

operation and Development (2001) have also indicated that volatili ty in 

agricultural prices has changed over the period of 2001-2010. 

A number of studies have examined dynamic changes in prices of food and 

agricultural commodities (Malliaris & Urrutia, 1996; Chatrath et al., 2002; Dahl 

& Iglesias, 2009). These studies have shown the long run co-movements 

between prices of agricultural commodities which are by the fact that 

agricultural commodities have some essential properties in common such as 

geographical areas, seasonality and climatic situations as well as worldwide 

demand. Accordingly, one agricultural commodity can be substituted or 

complementary. Many other studies have discussed the volatili ty spill over effect 

between crude oil  and food & agricultural markets (Babula & Somwaru, 1992; 

Baffes, 2007; Ghaith & Awad, 2011; Elmarzougui & Larue, 2013). Apergis and 

Rezitis (2003) and Khiyavi et al. (2012) have examined the spillover effect 

amongst the volatili ties of selected agricultural output prices, input prices, 

producer prices and retail prices. Most of existing studies mainly focus on the 

volatili ty spillover between energy and agricultural commodities markets or 

between output and input prices of agricultural commodities. However, there is 

lack of studies about spillover effects across prices of agricultural commodities. 

This study focuses on analyzing the return and volatility spillovers among the 

major food and agricultural commodity prices by using the GARCH models. It 

explores the conditional volatili ty dynamics of the  food and agricultural 

commodity prices as  well as  volatili ty transmission between them. It also 

examines whether the volatili ty in price series of one commodity affects the 

price volatili ty of a substitute commodity? 

This paper is organized as follows: section 2 presents the literature review, 

section 3 introduces the  model  specifications and  methodology, section 4  

describes the  data  and empirical results, section 5 provides conclusion. 
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2. L iterature Review 
There are many studies that have explored spillover effects in financial markets, 

focusing on exchange rates, interest rates and bonds and in energy markets, 

mainly among crude oil  and gasoline (Skintzi & Refenes, 2006; Aloui, 2007; 

Arouri, Jouini & Nguyen, 2011 and Bubak, Kocenda & Zikes, 2011). Many 

other studies have discussed the volatili ty spill over effect between crude oil  and 

agricultural markets and have concluded positi ve spillover between them 

(Babula & Somwaru, 1992; Baffes, 2007; Ghaith & Awad, 2011; Elmarzougui & 

Larue, 2013). 

However, only a few studies involve the analysis of price and/or volatili ty 

transmissions (also called spillovers) among agricultural markets. Buguk, 

Hudson and Hanson (2003) have investigated price volatility spillovers in US 

catfish markets. They have estimated univariate exponential generalized 

autoregressive conditional heteroskedasticity (GARCH) models to test  price  

volatili ty spillovers in  the  catfish supply chain.  They  have  found  

significant unidirectional spill over from corn, soybean and menhaden prices to 

catfish feed, farm, and wholesale catfish prices. Apergis and Rezitis (2003) 

have investigated volatili ty spill over effects in Greek agricultural markets using 

a multivariate GARCH model. They have found significant positive volatility 

spillover effects among agricultural input and retail food prices and agricultural 

output prices. Rezitis (2003) have considered the prices of beef, lamb, pork and 

poultry, to check the cross price spillover effect for substitute goods. Using 

GARCH model his study has found significant spillover effect between selected 

four commodities. 

Kim and Doucouliagos (2008) have utilized realized volatili ty and correlation 

estimates for corn, soybean and wheat futures prices by employing realized 

volatili ty and co-variation methods to estimate a vector autoregression (VAR) 

model. They have evaluated volatility spillover effects through generalized 

impulse responses. The three estimated volatili ties were closely related over 

time based on the existence of volatil ity spillover effects from one commodity 

to the others. 

Zhang et al. (2010) have investigated the causali ty of fuel prices on agricultural 

commodity prices. They estimated a VEC model with impulse response 

functions and error variance decomposition analyses utilizing ethanol, gasoline, 

oil, corn and soybean prices. No long-run relation existed among fuel (ethanol, 

oil  and gasoline) prices and agricultural commodity (corn and soybean) prices. In 

addition, although short run relations between fuel and agricultural commodity 

prices were present they were not persistent 

Wu, Guan, Myers (2010) have proposed a trivariate volatili ty spillover model to 
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compare three model specifications with different assumptions on the spillover 

effects from crude oil futures price to corn cash and futures prices. They have 

specified three dif ferent models: a constant spillover model (containing constant 

spill over parameters), an event spil lover model (including dif fering spill over 

parameters before and after the introduction of the Energy Policy Act of 2005) 

and a substitution spill over model (containing time-varying spillover parameters 

allowed to vary with the ratio of fuel ethanol consumption to gasoline 

consumption). The trivariate model was estimated using T-GARCH (threshold) 

and BEKK-GARCH models to account for asymmetric volatility effects and 

utilized error correction models as a proxy of the mean equations for these 

GARCH processes. Volatili ty spill overs from crude oil  prices to corn cash and 

futures prices were detected, in the case of the constant spillover model and an 

increase in the intensity of spillover effects since Energy Policy Act of 2005 in 

the case of the event spillover model. 

Saghaian (2010) has analyzed causal relationships across five US price series: 

corn, soybeans, wheat, ethanol and crude oil  and have obtained mixed results. 

That is, the VEC model indicated that there were no causal links between 

energy and agricultural markets. However, results of Granger causality tests 

indicated crude oil  prices Granger cause corn, soybeans, and wheat prices. 

Serra, Zilberman and Gil (2011) have examined price and volatili ty spillover 

effect in the Brazilian ethanol industry by using an error correction model and a 

multivariate GARCH process in a single step and concluded ethanol price levels 

and volatili ty were positively related to crude oil  and sugar prices, in both the 

short and long run. 

Du, Yu and Hayes (2011) have used a Bayesian analysis to investigate volatili ty 

spill over effects from crude oil to agricultural commodity markets (i.e., corn and 

wheat). Two types of models were estimated, a univariate stochastic volatil ity 

model with Merton jump and bivariate stochastic volatility models. They 

confirmed the existence of volatili ty transmissions and concluded that factors 

such as scalping, speculation, and petroleum inventories help to explain crude oil  

price volatili ty. 

Alom, Ward and Hu (2011) have used VAR and TGARCH model to investigate 

the mean and volatility spillover effect between world oil  prices and prices of 

food. They have concluded a significant relationship between oil  prices and food 

prices, further they found that linkage in recent years have become stronger. 

Spillover effect was also observed between importer and exporter countries. 

Khiyavi et al. (2012) have used GARCH model to investigate the volatili ty 
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spil lover for retail prices, producer price and input prices of poultry market. 

Output price of poultry industry was observed to be more volatile than the input 

and retail  price volatility. Additionall y, spillover effect from volatile agricultural 

input price to output prices of poultry and retail food price spillover to 

agricultural output prices was observed. 

 
3. Model Specification and Methodology 
 

3.1. GARCH Models 

Extending the framework of Engle (1982), Bollerslev (1986) generalized the 

ARCH (p) model to GARCH (p, q) in which he added the p lags of past 

conditional variance into the equation. The GARCH Model considers 

conditional variance depends not only on the past values of squared error term 

but also on the past values of its conditional variance. Empirical findings 

suggest that GARCH model is more parsimonious than ARCH model (Hamao et 

al.,1990; Dehn, 2000; Agnolucci, 2009). An ARMA (p, q) ï GARCH (p, q) is 

specified as 

 

 

Engle, Lili en and Robins (1987) have extended the GARCH model to GARCH-

M model which allows the conditional mean to be a function of conditional 

variance so that the conditional volatility can generate a risk premium which is 

part of the expected returns. The ARMA (p, q) - GARCH-M (1, 1) model is 

specified as follows: 
 

 
 

The coefficients ŭ in mean equation (5) measures the risk premium describing 
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the nature of relationship between returns and volatili ty. If ŭ is greater than zero 

and statistically significant, it indicates that the return is positively related to its 

volatili ty. It implies a rise in mean return is caused by an increase in conditional 

variance as a proxy of increased risk. If ŭ is less than zero and statistically 

significant, it indicates that the return is negatively related to its volatili ty. It 

implies a fall in mean return is caused by an increase in conditional variance as 

a proxy of increased risk and ŭ=0 indicates no relation between return and risk. 

 

3.2. EGARCH Model 
 
The Exponential GARCH model was introduced by Nelson (1991) that 

incorporates skewness or asymmetric effects.   EGARCH model overcomes 

two major drawbacks of symmetric GARCH model. It is specified to capture 

the leverage effect and relaxes the non- negativity constraint. An EGARCH (p, 

q) model is expressed as follows: 

The EGARCH model indicates that the conditional variance is an exponential 

function, therefore even if  the parameters are negative, ů2t will be positive. 

There is thus no need to impose non-negativity constraints on the model 

parameters. In the model, Ůt-i > 0 is the sign of good news, and Ůt-i< 0 i.e. 

negative lagged error is the sign of bad news.  The —1 reflects the sign effect 

and —2  reflects the magnitude effect. If the asymmetry effect is present, then —1  

< 0, while there is no asymmetry effect, if  —1 = 0. When —1 < 0, positive shock 

increases volatili ty less than negative shock. When  —1 > 0, negative shock 

increases volatil ity less than positive shock. 

 

3.3. GJR-GARCH Model 
 
The GJR- GARCH model was presented by Glosten, Jaganathan and Runkle in 

1993. It provides a dummy variable It which is an indicator for sign of error 

terms. Where It (dummy variable) = 1 if ɔi < 0, and 0 if ɔi > 0 .The GJR-

GARCH (1, 1) model is specified as 
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Where It (dummy variable) = 1 if  ɔk < 0, and 0 if  ɔk > 0. In the model, positive 

lagged error Ůt-i > 0 is a sign of god news, and negative lagged error Ůt-i < 0 is 

the sign of bad news. If ɔk > 0, bad news increases volatili ty and indicates a 

leverage effect. The impact of shock is symmetric if ɔk = 0, i.e. past bad news 

(negative shocks) impacts similarly on current volatility as good news (positive 

shocks). 

 

Following the methodology of Hamao et al. (1990) and Buguk et al. (2003) 

GARCH models is applied with best fitted specifications. GARCH models is 

applied on monthly return series. Residuals and residual squares of the each 

food and agricultural series are saved for the modelling volatili ty spil lover 

effect for substitute goods. Maximum likelihood estimation method is used. 

ARMA (p, q) specifications are chosen keeping in view the ACF and PACF 

with minimized information criterion. 

 

3.4. Spillover Effect using GARCH Modelling 
 
Price spillover occurs when a change in the prices of commodity at a specific 

location increases supply and changes the price of that commodity in other 

locations through trade. It may also significantly affect the price of a related 

commodity in the same location. This is particularly relevant for products with 

low demand elasticity (Bantilan & Davis, 1991). 

 

Spillover effect using GARCH model for substitute goods are considered for 

wheat and rice, and for beef and poultry. 

 

Mean and Variance equation for GARCH (1, 1) model for the volatili ty spillover 

effect of rice on wheat is given as 



 

8 
 

 
 

This study used ARMA (p, q) model for the identification of the appropriate 

lag length for conditional mean and variance specification. Additionally, ACF 

and PACF of return series was also considered in the ARMA model. Maximum 

log likelihood estimation with standard error based on a least square process is 

employed. Gaussian and student ñtò distribution is used to get the best fitted 

model. For the estimation of parameters BFGS-BOUNDS is applied. This 

method is efficient for unconstrained optimization as followed by Broyden 

(1970). BFGS converges for an optimum quadratic Taylor expansion. After 

finding appropriate lag length of the return series residuals and residual squares 

of all  the series are saved. Secondly, the LM - ARCH test is applied to analyze 

the presence of ARCH effect in the residuals of each series. Set of diagnostic 

tests are applied to check the best fitted lag length for the GARCH  models,  

based  on  the  information criterion  (Akaike  criteria,  Shibata  criteria, 

Schwartz Bayesian criteria and Hannan-Quinn criteria), that is to be 

minimized. The best fitted ARMA model is the one for which GARCH model 
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is converging towards the normal distribution. Q-statistics and Q2-statistics of 

Ljung-Box-Pierce test is applied to check the correlation and the volatility 

clustering. Following Tse (2002) to observe conditional heteroskedasticity 

Residual Based Diagnostic (RBD) test is also applied. Conditional mean and 

conditional variance is also saved for the volatili ty modelling of the food and 

agricultural series under observation. 

 

4. Data and Empiric al Results 
 
4.1 Data Description and Sources 
 
In this study monthly data of selected food and agricultural commodities 

from Pakistan is used. The period chosen is from April  1983 till  April  2013 

for rice, wheat, beef, and poultry. The data is taken from IMF, World Bank, 

IFS and State Bank of Pakistan.  Monthly data on all the commodities are 

represented in US dollar. 

 

Table 1. L ist of Vari ables 

  
Variables Symbols Sample 

Period 
Data frequency Data sources Units 

Rice R 1983-2013 April  83 - April  13 World bank US Dollars per 

Metric Ton 
Wheat W 1983-2013 April  83 - April  13 World Bank US Dollars per 

Metric Ton 
Beef BEEF 1983-2013 April  83 - April  13 World bank US cents per Pound 

Poultry PLTY 1983-2013 April  83 - April  13 IMF US cents per Pound 
Note: Table 1 shows list of all the selected variables, their unit and sources. 

 

For the analysis of the behavior of price series, returns are calculated which 

will  be used to measure volatili ty. Monthly returns are calculated by taking 

first difference of logged monthly prices for each commodity: 

 

 

Where, ּז is the price of commodity, where i is the commodity in time t.

 

4.2. Graphical Analysis 
 
Figures show plots of monthly price series of beef, poultry, rice and wheat. Plots 

in figure 1 show the original monthly price series, which reveals general upward 

trend for the selected period. 
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Figure 1. Monthly  Price Series of Food/Agricul tural Commodities 

 

The plots of monthly return series are shown in figure 2. These clearly show 

the time varying volatility and do not show any fix pattern. All  the return series 

show high fluctuation and return back to its mean slowly. It is clearly shown 

that the variance of return series of prices is not fixed over time. The volatili ty 

clustering is exhibited in return series showing periods of high and low 

volati lit ies, indicating ARCH effect. 
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Figure 2: Return  Series of Food/Agricul tural Commodities:  

 

The Returns shows no definite pattern, and are reverting towards mean. These 

graphs shows that the return series are characterized with volatili ty clustering. 

In figure 3 squared returns indicates variation in volatility. Brief periods of 

high volatility are more visible from the squared returns taken as measure of 

volatili ty. High order serial correlation is observed through the graphical 

representation of squared returns. It discloses that volatili ty is affected more by 

the  periods of exciting returns. 
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Figure 3. Squared Return Series of Food/Agricul tural Commodities 

 

The graph of the density function for return series shows the histogram and 

distribution of the data.   Figure 4 shows the histogram of price return series 

of food and agricultural commodities. It shows that the mean and median of 

monthly price returns are not significantly different from zero and indicates a 

slightly increasing trend over time. It is observed that the density function of 

the selected series shows stylized facts of non-normal distribution, high peak 

and fat tails. Fat tail in a return series shows high probabili ty of extreme 

events than the Gaussian distribution. 
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Figure 4.  Histogram of Price Return  Series:  

Density plot shows that the distribution of the return series is not normal and exhibiting the 

features of skewness, and leptokurtosis. Normal distribution of series is shown by dotted 

line and solid lines shows the non-normal distribution, which is more peaked than the 

normal density. 

 
4.3. Descriptive Statistics of Food and Agricul tural Price Return  Series 

Summary statistics of price return series (r    ) is shown in Table 2. The 

purpose is  to investigate the nature of the series, and it partly indicates which 

model is best for the analysis.Volatili ty is measured by the standard deviation, 

all the series show a high value compared with their mean value, and it 

suggests the series are highly volatile. 

All  the series are characterized with excess kurtosis and skewness, which is the 

feature of high frequency data. A series is said to be normally distributed if  the 

value of its skewness is close to zero. Rice, wheat, beef and poultry are 

positively skewed1 are significant at 1% (see. Table 2). Non normality of data 

distribution is clearly indicated for all the series. Secondly, the value of 

excess kurtosis2 in Table 2 helps to analyze the peak of the return price 

series distribution. The series of rice and beef have indicates high kurtosis. 

Higher value of kurtosis indications that the data distribution of these series is 

eptokurtic3.It also indicates that there is a high probabili ty of having extreme 

values in the distribution. The high value of the excess kurtosis indicates that 

the data shows a heavier tail than the normal distribution.
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Table 2.Descriptive statistics for  returns (Rt) of ser ies 

  
Minimum 

 
Maximum 

 
Mean 

Standard 
deviation 

 
Skewness 

 
Kurtosis 

Jurque- 
Bera 

Rice -0.2813 0.0019 0.0019 0.0624 1.2022 8.6085 1198.3000 
Wheat -0.2193 0.0017 0.0017 0.0587 0.4165 2.4198 98.2390 
Beef -0.1797 0.0014 0.0014 0.0371 0.0311 3.2890 162.3200 

Poultry -0.0571 0.0032 0.0032 0.0223 0.6637 2.1792 97.6610 

critical value 

Jurque-Bera 
0.01 0.05 0.10     
9.21 5.99 4.61     

 

Whereas, wheat and poultry shows a value less than 3 for kurtosis. A value 

lower than 3 shows that there is less probabili ty of extreme values and these 

series are platykurticall y distributed4. It implies that the distributions of return 

series are not normal. 

In Jarque Bera test (JB) the null hypothesis under consideration is that the series 

are normally distributed. The null  hypothesis of normality of JB statistics are 

rejected for all return series as the calculated value in Table 2 is greater than the 

critical value at 1%, 5%, and 10% level of significance suggesting that all the 

distributions of a return series are non-normal. 

Overall descriptive statistics show that distributions of price return series are 

skewed, leptokurtic and platykurtic. It concludes that the price return series of 

Pakistani market show non normal distribution which is the main characteristic of 

the data set of most of the emerging markets (Choudry, 1996). 

 

4.4. Unit  Root Test 
 

Several tests are used in existing literature to test the stationarity of the return 

series; Augmented Dicky Fuller test (1979), Phill ips Perron test (1988), Schmidt 

and Phill ips test in 1989 and Kwiatkowski Phill ips Schmidt Shin test (1992). 

The unit root tests existing in the literature use the null  hypothesis (H0) that series 

is non stationary and alternate hypothesis (HA) that it is stationary. Whereas, 

KPSS test conditions that the null hypothesis is that the series is stationarity. 

Therefore, this research focuses on the stationarity of the return series by using 

KPSS test at level and at first difference with constant. The results of unit root 

tests are shown in Table 3. 

All  series are non-stationary at the level as the calculated values are greater 

than the critical values at 1%, 5%, and 10% level of significance. At first 

dif ferenced return series of rice, wheat, beef and poultry are stationary at 1% 

level of significance. 
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Table 3. Unit Root Test: KwiatkowskiïPhillipsïSchmidtïShin (KPSS) 

 

 Log Level Log First Difference 
 

Variables 
 
with constant 

with 
constant and 

trend 

 
with constant 

with 
constant and 

trend 

Rice 7.2194 2.0313 0.0930 0.0357 

Wheat 7.9321 1.8281 0.1078 0.0283 

Beef 5.7678 3.0097 0.2345 0.0378 

Poultry 16.6182 1.1796 0.0370 0.0339 

critical value 1% 5% 10%  

with constant 0.739 0.463 0.347  

with constant and trend 0.216 0.146 0.119  
Note: All  series are non-stationary at level and are stationary at first difference 
at 1% critical 
value 

 

4.5. Testing for  ARCH Effect 
 
After the visual analysis it is clear that the data is characterized with ARCH 

effect. Some diagnostic tests are applied for the statistical evidences. The Ljung 

box Q-statistics are applied to check the serial correlation in the return series 

(Ljung and Box, 1978). The null  hypothesis of no serial correlation was used 

in the test and tested residuals for lag 5, 10, 20 and 50 are reported in table 4. 

Results significantly reject the null  hypothesis, indicating that serial 

correlation is present in residual series. This suggest AR process in mean 

equation. 

 

To check for ARCH effect, Ljung Boxôs Q2 statistics is also applied to the 

square residual. Q2 statistics are tested up to lag 50 with the null  hypothesis of 

no serial correlation. Results in table 4 shows strong evidence of serial 

correlation on squared residuals for all the food and agricultural commodities; 

hence data are characterized by volatili ty clustering. 

 
Lagrange Multiplier ARCH (LM-ARCH) test is applied to the square residual 

of a return series of rice, wheat, beef and poultry. The null hypothesis of no 

ARCH effect was tested and the results are shown in Table 4. Concluding that 

square residual of the series has ARCH effect. Strong indication for the rejection 

of null  hypothesis is indicated. 



 

16 
 

 

4.6.  Estimated GARCH Models 

 
Due to the presence of ARCH effect and non-normal distribution of the return 

series, there is a need of GARCH-type model for volatili ty. From the 

evidences found in literature it is evident that family of GARCH models is 

appropriate to adjust the ARCH effect. 

Information criteria of Akaike, Schwarz, Shibata and Hannan Quinn are used to 

select the appropriate p and q for the better fit ARMA model. Primarily 

several models are estimated with different p and q values, and the order for 

which information criterion is minimum is selected (Bozdogan, 2000).The 

necessary condition of convergence of data and maximum likelihood function 

value is considered. 

 

The plots of the ACF and PACF are used to observe patterns in the return and 

squared return series that helped in the selection of p and q lags for conditional 

mean and conditional variance equations (see. Figure 5 & 6). The values of 

ACF and PACF that lie outside the confidence interval will identify order for 

ARMA models. Additionally, it shows that the return series are characterized 

with short memory. ACF and PACF of the squared return series exhibit that the 

autocorrelation do not persist for a long term and die out fast. 
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Figure 5 Autocorrelation Functions (ACF) and Par tial Aut ocorrelation Functions (PACF) of Monthly  Return  

Series 

 

 
Figure 6. Autocorrelation Functions (ACF) and Par tial Autocorrelation Functions (PACF) of Square of 

Monthly  Return Series 


